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Abstract

Self-attention has made remarkable progresses in se-
mantic segmentation by fusing global and dense context re-
cently. However, the self attention aggregates all context
without distinction. It may be confused by patches with sim-
ilar appearances but different labels. In this paper, we pro-
pose a novel Graph-Guided Context Fusion (GGCF) mod-
ule for semantic segmentation. It addresses the problem by
fusing information from new local and global structures.
The local structures fuse local contexts densely, while the
global structures aggregate global contexts sparsely. The
proposed GGCF module leverages the long-range context
more effectively and efficiently. It also reduces the nega-
tive effects of contexts that have similar appearances but
different semantic categories. Our approach using only the
last layer of a FCN network as feature is able to advance
the state-of-the-arts. Comprehensive analysis and extensive
experiments have been conducted to show the advantages
of the proposed method over traditional self-attention mod-
ules. Our method achieves the state-of-the-art results on
Cityscapes benchmark.

1. Introduction
Image semantic segmentation is a fundamental topic in

computer vision. It aims to classify each pixel into one of
several semantic categories, such as person, sky, trees etc.
The semantic segmentation techniques are useful for a wide
range of applications like autonomous driving, image edit-
ing and so on.

Deep learning frameworks based on the fully convolu-
tional networks (FCNs) [15] have made remarkable pro-
gresses in semantic segmentation. However, its perfor-
mance is restricted by its limited receptive fields. To better
recognize the semantic category of one pixel, it is necessary
to also look at other pixels as context. Inspired by the pop-
ular self-attention mechanisms [22] from the Natural Lan-
guage Processing (NLP) field, non-local operators [23] are
recently introduced into semantic segmentation field [9, 27]
to capture long-range dependency.

Image Prediction Similarity

Figure 1: Feature similarity visualization. The second col-
umn shows predictions of a non-local network. The third
column visualizes how similar backbone features distribute,
with respect to the backbone feature whose positions are
marked out in the first column. Higher brightnesses corre-
spond to stronger similarities.

The non-local operators rely on pair-wise affinity values
for context aggregation, where the new feature vector on
each position is computed as a weighted average of all input
feature contents. Through this way, a fully connected graph
is constructed on top of all feature map positions. Feature
contents at different positions will be fused together in the
forward pass, as long as they share similar appearances, no
matter how far they are from each other. By taking advan-
tage of the context information from similar areas in the
image, the non-local network is able to handle some hard
cases, such as overlapped persons and small cars, as shown
in the first two lines in Figure 1.

However, such a global and dense context fusion may
conversely increase the difficulty in training classifiers un-
der some situations. For example, certain instances of wall
and fence may share similar appearances and often appear
in same images, but their semantic labels are different. In
these cases, in the training stage, the gradient signal toward
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a ground truth annotation of category A will also be back-
propagated to other positions where the backbone network
is actually seeing category B, if A and B share similar ap-
pearances. Thus, the backbone network will be confused
and outputs indistinguishable features for these two cate-
gories. The last two lines in Figure 1 show samples under
this situation.

We would like to fuse the long-range context for more
effective training, but we also have to lower the effect of
the BAD contexts where different categories have indistin-
guishable appearances. To address this predicament, our
ideal is to treat local contexts and global contexts in differ-
ent ways. The local contexts nearby are always more reli-
able than contexts distributed in far distances, since close
regions always belong to the same categories. Therefore,
we should strengthen the dependencies on more local con-
texts. As for the far-away global areas which contain both
GOOD and BAD contexts, a flexible sampling is required to
aggregate more useful information while avoiding the con-
fusing contexts.

In this paper, we propose a novel Graph-Guided Context
Fusion (GGCF) module to accomplish these two different
tasks altogether in a uniform way. Within the GGCF mod-
ule, we design LOCAL structures with different kernel sizes
to densely fuse the local contexts within various ranges.
We also design the GRID structures with different strides
to sparsely fuse the global contexts following mixed spar-
sity. All these structures are combined together in GGCF,
where trainable weights are applied to balance the impor-
tances between different structures. In another perspective,
these weights adaptively determines a sparse graph which
guides the context fusion.

In addition, we also propose a novel Context Pruning
method to further improve the inference efficiency and effi-
cacy of our context aggregation module. For each location,
it is fused with N features with highest affinity values. The
others will be neglected during inference. Through this way,
we explicitly leverage more related contexts.

Experiments illustrate the advantages of our GGCF over
traditional non-local modules, as well as the importance of
the LOCAL and GRID structures. Our network based on
GGCF also achieves the state of the art on the challenging
Cityscapes benchmark.

To summarize, our contributions include:

1. We propose a novel GGCF module for semantic seg-
mentation, which applies different strategies for local
and global contexts;

2. We propose a novel Context Pruning method, which
explicitly leverages more related contexts;

3. The proposed network based on GGCF achieves state-
of-the-art performance on the challenging Cityscapes
benchmark.

2. Related Work

Semantic Segmentation Semantic segmentation re-
searches have benefited a lot from Fully Convolutional
Networks (FCNs) [15]. Variants emerge to address the
limited receptive field of FCN and enhance the ability of
feature representation, through multi-level layer context
fusion [17, 1], large kernel convolutions [16] or multi-
scale aggregation via pyramid pooling [28] or dilated
convolutions [26, 3, 4, 5, 6].

Instead of relying on local features only, some ap-
proaches exploit long-range dependencies using recurrent
structures. In particular, Shuai et al. [20] designs a Di-
rected Acyclic Graph RNN to embed distant contexts into
local features for enhancing representative capability. Liu et
al. [14] adopts additional convolution layers to approximate
the Mean Field algorithm (MF) for capturing high-order re-
lations. Liang et al. [13] utilizes a Graph LSTM to deal with
general graph-structured data in semantic object parsing.

Inspired by the self-attention [22] structure for Natu-
ral Language Processing (NLP) and the non-local struc-
ture [23] for video classification. Fu et al. [9] and Yuan
& Wang [27] explore the usage of self-attention across spa-
tial dimensions and channel dimensions, in order to model
long-range visual dependency among image feature maps.
Huang et al. [12] proposes an crossing-shaped attention
structure that is along horizontal and vertical directions to
lower the computation cost of full self-attentions. These
self-attention based methods all treat context pairs equally,
resulting in an indistinct fusion of global contexts. We argue
that not all context information are beneficial in improving
the representative capability of features. Instances belong-
ing to different categories appeared in same images with
very similar appearances will conversely misguide the back-
bone training. We propose to introduce different guidances
to the self-attention for local or global contexts respectively.

Attention Attention modules have attracted lots of fa-
vor in NLP owing to its advantage in modeling long-range
dependency. The original self-attention [22] injects very
implicit positional encodings into feature vectors, which
are sine and cosine responses of different frequencies, in
order to distinguish contexts at different locations. In-
stead, Shaw et al. [19] explicitly embeds relative positions
into self-attention to model the ordering of elements in se-
quences. Yang et al. [25] proposes to model localness for
self-attention networks by estimating a Gaussian, which en-
hances the ability of capturing useful local context. Dai et
al. [8] extends self-attention by introducing a segment-level
recurrent architecture which can encode absolute positions
within the segment.

Meanwhile, the attention modules are also increasingly
deployed in the image vision field, with more strategies for



distinguishing contexts at different positions. For example,
Hu et al. [11] proposes an object relation module to model
the relationships among a set of objects. They distinguish
objects with different relative positions by encoding a ge-
ometry weight into the relationship representation. Gu et
al. [10] designs a region feature extraction module, where
the attention mechanism is applied to model the geometric
relationships between RoI and image positions.

In our work, we do not explicitly model the relative po-
sitions of contexts for semantic segmentation. Instead, we
find it more effective to distinguish contexts through pre-
defined LOCAL and GRID graph structures, which not only
help fuse reliable contexts, but also reduces the computation
overhead comparing with other self-attention modules.

3. Graph Guided Context Fusion
In this section, we formally introduce our method. Fig-

ure 2 shows an overview of our whole framework. The input
image passes through a backbone network first, and gen-
erates a rich feature map x. Our proposed Graph Guided
Context Fusion (GGCF) module then takes x as input and
performs context aggregation to enhance representative ca-
pability. The output feature map y will be fed into a con-
volution following by a softmax, and finally generates the
label prediction.

In following sections, we first briefly introduce non-local
operators [23] in Section 3.1. Then we will introduce the
general formulation of the proposed GGCF module in Sec-
tion 3.2. Next, we will explain the network designs in Sec-
tion 3.3. Finally, we will proposed a new Context Pruning
method to further improve the inference efficiency and effi-
cacy in Section 3.4.

3.1. Non-local operators

Let x be the output of the backbone network, which is
also the input feature map of the context fusion module.
When deploying a vanilla non-local module, the compu-
tation of output feature vector yi on 2D position i can be
formulated as

yi =
1

Ci

∑
j

A(xi,xj)g(xj), (1)

where the 2D index i and j traverses all positions within
the feature map. Unary function g is applied to compute
new representations of input feature xj . Binary function
A(xi,xj) calculates the affinity value that measures how
important one feature vector is for another as a context. It
is used to compute a weighted average of all features g(xj)
for context aggregation on i. In practice, as self-attention
is usually adopted, A will be an Embedded Gaussian with
A(xi,xj) = exp(xᵀ

iW
ᵀ
θWφxj), where Wθ,Wφ are train-

able linear weights. Ci is a normalization factor.
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Figure 2: Network architecture of the proposed Graph
Guided Context Fusion (GGCF). Structure of each head is
shown in the left. Whole network is given in the right.

To increase the capability of the non-local module, mul-
tiple heads are applied according to [22], which becomes

yi =

K∑
k

Wk

Ci,k

∑
∀j

Ak(xi,xj)g(xj)

 , (2)

whereK is the number of heads. Ak varies among different
heads. Wk is the trainable linear weight to fuse the context
from the k-th head.

3.2. Graph Guided Context Fusion Module

The problem of the default non-local module is that it
treats all context pairs equally. In particular, the affinity
A(xi,xj) is completely feature-determined, it does not con-
sider any other information between indexes i, j. The de-
fault non-local module is also computation expansive. It
has to consider all position pairs, resulting in a complexity
of O(h2w2) with h × w being the size of feature maps x
and y.

To improve the structural awareness in context fusion,
we construct a graph whose vertexes are 2D positions
within the feature map, and its vertex adjacency determines
which positions to consider during context fusion. From
this perspective, it can be regarded that the default non-local
module is actually adopting a fully connected graph, where
every two vertexes are adjacent, and should thus contribute
context information to each other, which seems unnecessary
and ineffective.

Instead, we propose to embed different graph structures
to each head, where position pairs join context computation
only when they are adjacent within the graph. The formula-
tion then becomes

yi =

K∑
k

Wk

Ci,k

∑
∀j

Ek(i, j)Ak(xi,xj)g(xj)

 , (3)

where Ek represents the adjacency matrix of the graph de-
fined in the k-th head. Ek(i, j) = 0 if j is not considered



as a context of i in this head. In this way, the distributions
of context to aggregate will be more varied than the original
multi-head non-local modules. It is hence more capable to
capture the subtle differences among contexts from differ-
ent structures. For convenience, we will refer Ek as both the
adjacency matrix and the graph it represents in all following
texts.

3.3. Head Graph

We consider it reasonable to follow the three principles
below when designing the graph structure Ek for each head:
Translation Invariance: Ek(i + δi, j + δj) ≡ Ek(i, j)
should hold for any valid position pairs (i, j) and (i+δi, j+
δj), where δi and δj are 2D offsets;
Dimension Invariance: It is common practice in semantic
segmentation that the input image sizes of a network may
vary. As a result, the size of input/output feature maps x/y,
h × w, is not always the same either. The design of Ek
should respect such uncertainty;
Sparsity: We aim to address the inefficiency of fully con-
nected self-attention modules. The sparser the graph Ek is,
the fewer computation will be required for context fusion.

There exist many graph structures that satisfy the above
principles. It is however unnecessary to apply many com-
plex graph structures, if they can be approximately repre-
sented as linear combinations of simpler graph structures.
Based on these assumptions, we propose two simple head
structures in this work: the LOCAL structure and the GRID
structure. The LOCAL structure is designed as

ELOCAL
S (i, j) =

{
1 if max{‖ix − jx‖, ‖iy − jy‖} ≤ S
0 otherwise

,

(4)
which focuses on the local context densely, where the pa-
rameter S controls the size of the effective window. While
the GRID structure is designed as

EGRID
T (i, j) =

{
1 if ix ≡ jx ∧ iy ≡ jy mod T

0 otherwise
. (5)

It covers the global context sparsely, its parameter T con-
trols the sparsity of sampling.

Fig. 3 visualizes the adjacency of the two graph struc-
tures. We expect that a bunch of the LOCAL heads together
can emulate a flexible Gaussian kernel for localness model-
ing; while a bunch of the GRID heads together can leverage
global contexts more flexibly.

3.4. Context Pruning

In addition, we propose the Context Pruning method to
further improve the inference efficiency and efficacy of our
context aggregation module. A sparser subgraph E∗k (N) ⊂
Ek is adopted in Equation 3 for inference, instead of the

𝑖
𝑗

(a) LOCAL

𝑖
𝑗
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Figure 3: The two graph structures we propose. Contextual
information will be fused from j (dark gray dots) to i (black
dot) in both structures.

graph Ek used for training. N is an integer that controls the
size of E∗k (N). In specific, the elements of E∗k (N) are the
top N valid position pairs (i, j) in Ek that have high affinity
values A(xi,xj). All other position pairs not belonging to
E∗k (N) will be pruned, their corresponding context features
will be neglected during inference. Through this way, we
expect the module to explicitly leverage more related infor-
mative contexts.

3.5. Implementation Details

In detail, the input feature map x is forwarded into
multiple heads in the module. Within each head, we fol-
low self-attention and utilize the Embedded Gaussian for
affinity calculation. Specifically, we apply two different
1 × 1 convolutions Wθ,k,Wφ,k for computing the query
features and the key features of the attention module. An-
other 1× 1 convolution Wg is applied to generate the value
features. Then for each 2D position index i, we aggre-
gate all the input feature vectors xj in its neighboring set
{∀j s.t Ek(i, j) > 0} using Equation 3, with g(xi) =
Wgxi, A(xi,xj) = exp(xᵀ

iW
ᵀ
θWφxj). The normalization

factor Ci,k =
∑
j Ek(i, j)Ak(xi,xj). When Context Prun-

ing is applied during inference, we shall pick the top-N
positions within the neighboring set of i according to the
affinity A(xi,xj), and use only these N feature vectors for
context aggregation.

We then apply different 1 × 1 convolutions Wk to the
output feature maps of each head, and sum them together as
the context fusing feature map y. It is concatenated with a
skip connection from x. Finally, the result passes through a
last 1 × 1 convolution and a softmax for classification, and
generates the label prediction.

4. Experiments
To evaluate the proposed method, comprehensive exper-

iments are performed on two common datasets of semantic
segmentation: the Cityscapes dataset [7] and the ADE20K
dataset [31].



The Cityscapes consists of 5,000 street-view images cap-
tured from 50 different cities. The resolution of each image
is 2048 × 1024, which is annotated in high quality pixel-
level labels from 19 semantic classes. There are 2,979 im-
ages in training set, 500 images in validation set and 1,525
images in test set.
The ADE20K contains over 22K images. The types of
scenes in ADE20K are much more diverse than those in
Cityscapes. Each image is annotated with pixel-level labels
from 150 semantic classes. There are 20,210 images in the
training set and 2,000 images in the validation set.

4.1. Training Setting

Following [27, 6], we employ the poly learning rate pol-
icy: lr = (1− iter

total iter )
p×init lr. For Cityscapes training, we

set p = 2, init lr = 0.02, total iter = 50, 000. Momentum
and weight decay are set as 0.9 and 5 × 10−4 respectively.
Input images are randomly cropped as 769 × 769 patches
with random rescaling (from 0.5 to 1.5) and random hori-
zontal flipping. By default, we use the 2,975 fine-annotated
images for training unless otherwise stated. Auxiliary loss
[15] and Synchronized InPlace BatchNorm [18] are de-
ployed for training all models, with a batch size of 8. As
for training on ADE20K, we set p = 0.9 to update the poly
learning rate, and the total iteration is total iter = 900, 000.

4.2. Ablation Study

To prove the effectiveness of different components in
GGCF architecture, ablation experiments are conducted on
the validation sets of Cityscapes and ADE20K for compari-
son. Cityscapes results are reported in Table 1. Per-label re-
sults are given in Table 3. Results on ADE20K are reported
in Table 2. Following the common literature [4, 5, 9], we
also use mean IoU percentage for quantitative evaluation.

For convenience, we use FULL to represent the fully con-
nected graph structure, i.e. Ek(i, j) ≡ 1, which is equiv-
alent to a self-attention. We also use subscripts to repre-
sent the parameters of LOCAL and GLOBAL heads. For ex-
ample, LOCAL8,16,24 represents three LOCAL heads with
S = 8, 16, 24, respectively. The Atrous Spatial Pyramid
Pooling (ASPP) [5] module is also included for comparison
in Table 1.

It is observable from Tables 1 and 3 that a single FULL
structure i.e. self-attention, brings improvement over both
baseline (no context fusion performed) and ASPP, which
proves the effectiveness of long-range context fusion. More
importantly, results from Tables 1, 3 and 2 also show that,
by combining our proposed LOCAL or GRID head struc-
tures , we can achieve remarkably better results than a sin-
gle FULL structure.

Effectiveness of LOCAL structure As shown in Fig-
ure 1, we attach additional LOCAL heads to an exist-

Table 1: Ablation results on Cityscapes validation set. All
models adopt ResNet-101 as backbone.

Module mean IoU

Baseline 76.0
ASPP 77.8
FULL 78.8
FULL + ContextPruning 79.1
FULL, FULL 78.7
FULL, LOCAL10 78.9
FULL, LOCAL8,16,24 79.3
FULL, GRID10 78.9
FULL, GRID8,16,24 78.3
LOCAL10 76.2
LOCAL8,16,24 76.2
GRID10 77.6
GRID10,10,10 78.7
GRID8,16,24 79.4
{LOCAL, GRID}8,16,24 79.6
{LOCAL, GRID}8,16,24 + ContextPruning 79.9
FULL, {LOCAL, GRID}8,16,24 79.0
Trainable E 78.9

Table 2: Ablation results on ADE20K validation set. All
models adopt ResNet-50 as backbone.

Module mean IoU

Baseline 33.3
FULL 40.3
{LOCAL, GRID}8,16,24 41.2
{LOCAL, GRID}8,16,24 + ContextPruning 41.3

ing FULL head. Although the effect of one additional
LOCAL10 (FULL, LOCAL10) is marginal (78.9 v.s 78.8),
attaching more local heads (FULL, LOCAL8,16,24) brings
obviously higher improvements (79.3 v.s 78.8). On the
other hand, after attaching additional LOCAL heads to the
GRID heads, the {LOCAL, GRID}8,16,24 is also slightly bet-
ter than GRID8,16,24 (79.6 v.s 79.4). It verifies the effective-
ness of LOCAL heads.

Although localness is important, but it will bring no good
result if only applying single or multiple LOCAL heads
without fusing any long-range global context. For exam-
ple, both the LOCAL10 and the LOCAL8,16,24 results are just
slightly better than the baseline (76.2 v.s 76.0) and signifi-
cantly worse than the FULL (76.2 v.s 78.8).

Effectiveness of GRID structure The GRID structure
captures the global context in a more efficient and structure-
aware way. It can be observed from Table 1 that: i) directly



Table 3: Detailed ablation results on Cityscapes validation set.
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FULL 78.8 98.4 86.5 92.8 54.2 60.2 66.4 72.7 80.7 92.7 65.5 94.9 83.6 65.6 95.5 78.9 89.6 75.3 64.5 79.1
{LOCAL,GRID}8,16,24 79.6 98.4 86.6 93.0 58.4 60.7 66.7 72.9 80.5 92.9 66.2 94.8 83.2 65.0 95.6 82.7 90.6 79.8 65.5 79.1
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+ ContextPruning 79.9 98.4 86.7 93.1 60.1 60.7 66.4 72.7 80.1 92.9 66.6 95.0 83.2 65.0 95.6 83.6 90.7 79.9 67.8 78.9

sparsifying the FULL into one GRID10 deteriorates the over-
all performance significantly (77.6 v.s 78.8); ii) when com-
bining multiple GRID as GRID8,16,24, the prediction accu-
racy comes from behind, and outperforms the FULL (79.4
v.s 78.8). It can also be assured by ablation results that
the structural difference within GRID heads plays an impor-
tant role for their good performance. For example, combin-
ing three same GRID heads (GRID10,10,10) does not bring
comparable improvement (78.7 v.s 79.4); There is neither
any goodness in combining two FULL heads (FULL,FULL)
over a single FULL head (78.7 v.s. 78.8). On the other
hand, we find that combining GRID with FULL (e.g. FULL,
GRID8,16,24) deteriorates performance comparing with ei-
ther FULL (78.3 v.s 78.8) or GRID8,16,24 (78.3 v.s 79.4).

Effectiveness of Context Pruning We compare con-
text pruning on two different models: FULL and
{LOCAL, GRID}8,16,24, where unreliable contexts with low
affinity values are dropped during inference. We also con-
duct a random context pruning on these two models for
comparison, where the dropped contexts are chosen ran-
domly. The mean IoU values with dropping rates ranging
from 0 to 90% are recorded in Figure 4.

It shows an obvious advantage of our proposed context
pruning over random context dropping: randomly drop-
ping context in inference will always deteriorates the per-
formances of both two models. On the contrary, the context
pruning with appropriate dropping rates improves the per-
formances of both two models. Pruning too much context,
however, will eventually damages both the performances.
Note that the amount of contexts in FULL is much larger
than that of {LOCAL, GRID}8,16,24 (approximately 300K
v.s 0.5K). This explains why the performance changes in
FULL is more gentle than {LOCAL, GRID}8,16,24 for most
drop rates, but more steeper near the 100% drop rate.

As reported in Table 1, Context Pruning with a best drop
rate brings a gain of 0.3 for both the FULL structure (79.1
v.s 78.8) and the {LOCAL, GRID}8,16,24 structure (79.9 v.s
79.6) on the Cityscapes validation set. The performance
gain of {LOCAL, GRID}8,16,24 on the ADE20K validation
set is relatively small (41.3 v.s 41.2), as reported by Table

Random Pruning

Context Pruning

Random Pruning

Context Pruning

Drop Rate Drop Rate

(a) FULL

Random Pruning

Context Pruning

Random Pruning

Context Pruning

Drop Rate Drop Rate

(b) {LOCAL, GRID}8,16,24

Figure 4: Context Pruning v.s Random Pruning.

2.

Trainable Graph Guidance Our proposed module
adopts multiple predefined graph structures Ek to guide con-
text fusion. However, a more straight-forward idea for
graph guidance is directly making Ek(i, j) a trainable func-
tion, implemented by an additional neural network.

In specific, we design a new module with trainable
graph guidance. For each position pair (i, j), we feed a
3-vector (ix − jx, iy − jy, ‖i− j‖2) into an additional net-
work consisting of two fully connected layers. The output is
a scalar and serves as the graph adjacency Ek(i, j) in Equa-
tion 3. We train this additional network together with the
segmentation pipeline in an end-to-end fashion. Such a sin-
gle headed trainable graph guided module just achieves a
marginally better result over the FULL structure (78.9 v.s
78.8), as shown by the bottom row of Table 1.

4.3. Analysis

Qualitative Comparison In the Cityscapes dataset, some
semantic categories are more likely to confuse with each
other due to their similar appearances, e.g. wall and build-
ing, vegetation and terrain, bus, truck and train. However,
self-attention modules can not address such issues well,
since the similarity values they used for context pooling are
all feature determined, which can not distinguish similar ap-
pearances either. This is verified in Figure 5, where some
qualitative results are present for comparison. From these
results, we can observe that the FULL structure is easy to



FULL {LOCAL,GRID}8,16,24 Ground truth
{LOCAL,GRID}8,16,24

+ Context PruningInput

Figure 5: Qualitative comparison of different context fusion modules on Cityscapes validation set.

be misled by similar appearances. For example, parts of
the train shown in the first row are mis-classified as bus by
the FULL structure. In other samples, the FULL structure
incorrectly recognizes wall or fence as building.

On the contrary, our proposed {LOCAL, GRID}8,16,24
structure is able to conduct more accurate predictions for
these confusing labels, as shown in the third column of Fig.
5. This can also be verified by the per-label results reported
in Table 3, where we can see obvious advantages of the pro-
posed {LOCAL, GRID}8,16,24 over FULL on labels includ-
ing truck, bus and train; wall, fence and building; vegeta-
tion and terrain etc. Finally, our context pruning technique
achieves further polished predictions, as reported by Table
3 and shown in the forth column of Fig. 5.

Effective Receptive Field The two proposed LOCAL and
GRID are both very sparse structures comparing with the
original self-attention. In order to investigate whether such
sparsity affects the empirical receptive fields of the network,
we conduct an effective receptive field test [30] on the two
models: FULL and {LOCAL,GRID}8,16,24.

In specific, we apply a 64 × 64 window onto the input
image, all pixels within this window are replaced by the
mean color of the image. As we slide this window within

Input Image FULL {LOCAL,GRID}8,16,24

Figure 6: Comparing the receptive fields of the two models:
FULL and the {LOCAL,GRID}8,16,24 with respect to the red
× in the input image. Larger values are visualized in higher
brightnesses.

the image rectangle, responses at some positions in the last
convolution output will change accordingly. We record all
these changes measured by Euclidean distances as a heat-
map. It reflects which part of the input image these pixel-
wise classifiers are actually concerning about.

Fig. 6 shows receptive fields of two models FULL and



Table 4: Comparison with the state-of-the-arts on Cityscapes testing set. All models we compare are trained using the fine
and coarse annotations from Cityscapes training set.
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PSANet [29] 80.1
PSPNet [28] 81.2 98.6 86.9 93.4 58.3 63.6 67.6 76.1 80.4 93.6 72.2 95.2 86.8 71.9 96.2 77.6 91.5 83.6 70.8 77.5
OCNet [27] 81.2 98.7 87.1 93.7 59.4 62.3 69.6 78.0 80.8 94.0 72.6 95.8 87.5 73.5 96.4 73.6 88.2 80.6 71.9 78.3
DeepLab v3 [5] 81.3
CCNet [12] 81.4
DANet [9] 81.5 98.6 86.1 93.5 56.1 63.3 69.7 77.3 81.3 93.9 72.9 95.7 87.3 72.9 96.2 76.8 89.4 86.5 72.2 78.2
InPlace-ABN [18] 82.0 98.4 85.0 93.6 61.7 63.8 67.6 77.4 80.8 93.7 71.8 95.6 86.7 72.7 95.7 79.9 93.0 89.7 72.5 78.2
DeepLab v3+ [6] 82.1 98.6 87.0 93.9 59.4 63.7 71.3 78.1 82.1 93.9 73.0 95.8 87.9 73.2 96.4 78.0 90.9 83.9 73.8 78.8
SSMA [21] 82.3 98.6 86.8 93.6 57.8 63.4 68.9 77.1 91.1 93.8 73.0 95.3 87.4 73.7 96.3 81.1 93.4 89.9 73.5 78.4
RelationNet [32] 82.4 98.8 87.8 94.0 67.6 64.3 70.2 77.0 81.1 93.9 73.5 95.8 87.8 73.3 96.4 75.3 89.4 88.1 72.0 78.2
DPC [2] 82.7 98.6 87.1 93.7 57.7 63.5 71.0 78.0 82.0 94.0 73.3 95.4 88.2 74.4 96.4 81.1 93.3 89.0 74.1 78.9
DRN-CRL [33] 82.8 98.8 87.7 93.9 65.0 64.1 70.0 77.3 81.5 93.9 73.4 95.8 88.0 74.9 96.4 80.8 92.1 88.4 72.0 78.7
Ours 83.2 98.8 87.8 94.1 66.0 66.1 71.1 78.4 82.2 94.0 74.5 95.7 88.0 74.0 96.4 79.9 92.4 90.8 71.7 78.3

the {LOCAL,GRID}8,16,24, as well as the input images and
the classifier positions (marked by a red crossing). Though
sparser, the {LOCAL,GRID}8,16,24 has effective receptive
fields larger than the self-attention. Besides, the heat-map
of the {LOCAL,GRID}8,16,24 model in the first image obvi-
ously depicts the key regions of a truck better than the other
one. For example, it covers the headstock and the chassis of
the truck more compactly, while the other heat-map show
that the FULL model focuses mostly on the appearance of
the back wheel. This suggests an advantage of the pro-
posed {LOCAL,GRID}8,16,24 model over the self-attention
in learning structural information.

Efficiency Under inference mode with the backbone fea-
ture size of 128× 256, the proposed {LOCAL,GRID}8,16,24
module has a computation overhead of 63 GFLOPs (ex-
cluding backbone). It is much smaller than the overhead
of the self-attention structure FULL (520 GFLOPs), due to
the sparse nature of both LOCAL and GRID.

4.4. Comparing with State-of-the-art

We train the proposed {LOCAL,GRID}8,16,24 model
on both the fine and coarse annotations from the
Cityscapes training set. Following [18], we also adopt
the WideResNet-38 pre-trained on Mapillary as the back-
bone. During training, we augment the image with a ran-
dom rescaling chosen from [0.7, 2] and a random aspect ra-
tio adjustment by [−0.1,+0.1]. Then we randomly crop a
1024 × 1024 patch from the image and feed the patch into
the network. We follow [9] and adopt both OHEM [24] and
multi-grid for training. During inference, we apply multi-
scale inputs and Context Pruning to further improve the per-
formance.

The model is finally compared with current state-of-the-
art methods on the Cityscapes test benchmark. We list our
results in Table 4, as well as existing state-of-the-art meth-
ods. It shows that our best model, {LOCAL, GRID}8,16,24+
ContextPruning, achieves a mIoU of 83.2, surpassing all the
state-of-the-arts in most categories.

5. Conclusions
In semantic segmentation, existing self-attention-based

methods conduct context fusion in a dense and indistinct
way, making it more likely to confuse semantic categories
sharing very similar appearances. In this paper, we pre-
sented a Graph-Guided Context Fusion (GGCF) module to
address this problem. The GGCF module consists of mul-
tiple LOCAL heads for capturing local contexts densely, as
well as multiple GRID heads for aggregating global con-
texts sparsely. These head structures are combined together
through trainable weights, in order to adaptively guide the
context fusion. In addition, we propose the context prun-
ing, which brings further improvements to GGCF by ex-
plicitly leveraging more informative contexts. Experiments
show that our GGCF module is advantageous over origi-
nal self-attention methods in semantic segmentation. Our
method also surpasses the state-of-the-arts on the challeng-
ing Cityscapes benchmark.
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